Abstract—Target detection is an important problem in multiple-input multiple-output (MIMO) radar. Many existing target detection algorithms were proposed without taking into consideration the quantization error caused by analog-to-digital converters (ADCs). This paper addresses the problem of target detection for MIMO radar with one-bit ADCs and derives a Rao’s test-based detector. The proposed method has several appealing features: 1) it is a closed-form detector; 2) it allows us to handle sign measurements straightforwardly; 3) there are closed-form approximations of the detector’s distributions, which allow us to theoretically evaluate its performance. Moreover, the closed-form distributions allow us to study the performance degradation due to the one-bit ADCs, yielding an approximate 2 dB loss in the low-signal-to-noise-ratio (SNR) regime compared to ∞-bit ADCs. Simulation results are included to showcase the advantage of the proposed detector and validate the accuracy of the theoretical results.
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I. INTRODUCTION

MULTIPLE-input multiple-output (MIMO) radar, which uses multiple antennas at both transmitter and receiver, can provide significant performance gains by exploiting waveform diversity. With the increase of array sizes and the emergence of resource-limited applications, one-bit sampling has become a promising technique, as it provides, on one hand, cost and energy efficiency, and, on the other, higher sampling rates.

During the past two decades, one-bit processing has been studied for many problems, ranging from direction-of-arrival (DOA) estimation [1]–[3], MIMO communications [4]–[7], frequency estimation [8] to target tracking [9]. These works have shown that, with a rational design of signal processing algorithms, the performance degradation is usually relatively small. However, most of the existing algorithms in radar target detection were derived without considering the quantization effect [10]–[12]. The performance degradation caused by imperfect analog-to-digital converters (ADCs) has also not been well studied in the literature.

The use of sign (or one-bit) measurements hinders the application of standard detection techniques, such as the generalized likelihood ratio test (GLRT), as in these cases, the likelihood function is a product of Q functions, and it does therefore not admit a closed-form. Concretely, there does not exist analytical solution of the maximum likelihood estimates (MLE) of the unknown parameters, i.e., target reflectivity. Even though numerical optimization methods can be used to find the solution [13], they lead to detectors without closed form, which translates into a complicated performance analysis. An alternative to numerical methods was developed in [14], which considered a simplified model. Concretely, it assumes that the target reflectivity is known a priori. Nevertheless, this assumption is unrealistic from a practical standpoint since the reflectivity is fast-changing and generally needs to be estimated. In this paper, to avoid the computation of the MLE, we resort to Rao’s test, which only requires the computation of the Fisher information matrix (FIM) and allows us to obtain a closed-form statistic. This also frees us from requiring prior information on the target reflectivity, as it has been implicitly estimated by a second-order Taylor’s approximation of the MLE [15].

A very important problem is to analyze the performance degradation of the proposed Rao’s test with one-bit ADCs compared to the ∞-bit case. It is worth mentioning that the performance loss analysis has been visited several times in the estimation literature. Despite the different backgrounds, it is quite commonly suggested that for symmetric one-bit ADCs, the performance loss is π/2 (2 dB) in the low-signal-to-noise-ratio (SNR) regime, while growing larger when the SNR increases [6].
However, this problem has attracted much less attention in the detection field. To the best of our knowledge, only [13] proved a 2 dB loss for all SNRs based on Wilks' theorem [15], which contradicts the general result in estimation papers. This is because Wilks’ theorem is not generally applicable for one-bit quantized data, as will be shown later.

In this paper, we carry out the performance loss analysis by comparing the theoretical probabilities of false alarm and detection of the derived Rao’s test with 1-bit ADCs and the GLRT with ∞-bit ADCs. Since, both, Rao’s test and GLRT are asymptotically optimal [15], [18], their performances can be seen as the best-case scenario one can get with one-bit and ∞-bit ADCs. This motivates us to analyze the distribution of the detectors under the null and alternative hypotheses. We show that the proposed Rao’s test is exponentially distributed in the null case. For the non-null distribution, we first provide a near-exact result based on Imhof’s generalized non-central χ² distribution [19], which is followed by a non-central χ² approximation that is valid only in the low-SNR regime. For the ∞-bit case, the GLRT has an identical null distribution as its one-bit counterpart, whereas, in the non-null case, it is non-central χ² distributed for all SNRs, with the non-centrality parameter increased by a scale of π/2. This proves that the 2 dB performance degradation is achievable only in the low-SNR regime, which agrees better with the results in estimation papers.

The contributions of this paper are summarized as:

1) The Rao’s test is formulated for one-bit detection in collocated MIMO radar. Compared to the GLRT, it has the advantage of being in closed-form, i.e., no iterative algorithms are required. In addition, it does not need prior information on the target reflectivity, as opposed to [14].

2) We obtain near-exact null and non-null distributions of the devised detector. For the performance comparison, a low-SNR approximation of the non-null distribution is also provided, which shows that Wilks’ theorem only works in the low-SNR regime, but not in general for one-bit quantized samples.

3) The performance of the detector is compared with the ∞-bit counterpart, which shows that the performance loss of using one-bit ADCs is as low as 2 dB in the low-SNR regime. Alternatively, this performance gap could also be compensated by increasing the number of samples by a factor of π/2.

The remainder of this paper is organized as follows. The signal model for one-bit detection in collocated MIMO radar is presented in Section II. In Section III, a detector based on Rao’s test is derived, with its null and non-null distributions analyzed in Section IV. The performance degradation of using one-bit ADCs with respect to ideal (∞-bit) ADCs is studied in Section V. Section VI provides simulation results to validate the theoretical calculations. Finally, the main conclusions are summarized in Section VII.

I. Notation

Throughout this paper, we use boldface uppercase letters for matrices, boldface lowercase letters for column vectors, and light face lowercase letters for scalar quantities. The notation \( A \in \mathbb{R}^{p \times q} (\mathbb{C}^{p \times q}) \) indicates that \( A \) is a \( p \times q \) real (complex) matrix. The \((i,j)\)-th entry of \( A \) is denoted by \( A_{ij} \), whereas \( a_i \) corresponds to the \( i \)-th entry of the vector \( a \). The Frobenius norm and trace of \( A \) are \( ||A||_F \) and \( \text{tr}(A) \), and \( \text{vec}(A) \) is the vectorization of the matrix \( A \). The superscripts \((\cdot)^{-1}, (\cdot)^T, (\cdot)^H\) represent matrix inverse, transpose, and Hermitian transpose operations. The operators \( \mathbb{E}[a] \) and \( \mathbb{V}[a] \) denote, respectively, the expected value and variance of \( a \). \( C[a,b] \) is the covariance between \( a \) and \( b \), and \( \sim \) means “distributed as”. The \( \chi^2_\nu \) and \( \chi^2_\nu(\delta^2) \) denote, respectively, the central and non-central Chi-squared distributions, where \( f \) is the number of degrees-of-freedom (DOF) and \( \delta^2 \) is the noncentrality parameter. Finally, the operators \( \Re(\cdot) \) and \( \Im(\cdot) \) extract the real and imaginary parts of their arguments, \( i \) is the imaginary unit, and \( \text{sign}(\cdot) \) takes the sign of its argument.

II. SIGNAL MODEL

Consider a collocated MIMO radar system where there are \( p \) transmit and \( m \) receive antennas, which are collocated. The transmitter emits a probing beam towards the desired angle \( \phi \). Assuming the presence of a far field target, the received signal at the input of the ADCs can be written as

\[
X = \beta a_r(\phi)a_r^T(\phi)S + N, \tag{1}
\]

where \( X \in \mathbb{C}^{m \times n}, \) with \( n \) being the number of available snapshots, and \( N \in \mathbb{C}^{m \times n} \) is additive white Gaussian noise [20]–[24]. Here, \( \beta \) is the unknown target reflectivity, i.e., a complex amplitude proportional to the radar cross section (RCS), \( a_r(\phi) \in \mathbb{C}^{p \times 1} \) and \( a_t(\phi) \in \mathbb{C}^{m \times 1} \) stand for the transmit and receive steering vectors, and \( S \in \mathbb{C}^{p \times n} \) is the known transmitted waveform with \( \text{tr}(SS^H) = n \). After one-bit quantization, the baseband signal becomes

\[
Y = Q(X) = \text{sign}(\Re(X)) + \text{isign}(\Im(X)), \tag{2}
\]

where \( Q(\cdot) \) denotes the quantization operator.

Our task is to identify the presence or absence of the target based on the quantized observations \( Y \). Let \( H_0 \) be the hypothesis where there is target in the received data, while \( H_0 \) be the hypothesis where there is no target. Then, without quantization, the standard target detection problem can be described as the binary hypothesis test

\[
H_0 : X = N, \quad H_1 : X = \beta a_r(\phi)a_r^T(\phi)S + N, \tag{3}
\]

whereas with one-bit ADCs, the target detection problem becomes

\[
H_0 : Y = Q(N), \quad H_1 : Y = Q(\beta a_r(\phi)a_r^T(\phi)S + N). \tag{4}
\]

These two detection problems have been addressed in the past. The works in [10]–[12] have studied the target detection problem for MIMO radar without quantization in (3). Then, [14] considered the MIMO target detection problem from sign

\footnote{The steering vectors are known taking into account that \( \phi \) and the array geometries are known.}
measurements, which can be viewed as a one-bit quantized version of that in [10]–[12]. However, the reflectivity parameter, \( \beta \), was assumed to be known, which is usually unrealistic in practical MIMO radar systems. In this paper, we take \( \beta \) as an unknown deterministic value, namely, no prior distribution on \( \beta \) is required. Mathematically, the above model can be seen as a complex-valued version of the decentralized detection in wireless sensors network in [13], where the authors proposed a GLRT for real-valued measurements based on an iterative algorithm to seek the MLE of \( \beta \). However, detectors without closed-form are less useful for performance analysis since only Wilks’ theorem can be applied. In Sections IV and V, we will show that Wilks’ theorem only works for the low-SNR regime in one-bit detection. Therefore, to avoid the MLE computation, in this work we derive a closed-form detector based on Rao’s test, which allows us to perform a more detailed performance assessment.

III. DERIVATION OF RAO’S TEST

The common approach to solve the above hypothesis testing problems with unknown parameters is to derive the GLRT. However, for one-bit measurements, the likelihood function is a product of \( Q \) functions, which does not admit a closed-form expression, making the finding of the MLE of \( \beta \) also nontrivial. This results in iterative detection algorithms, as in [13], and poses challenges for the subsequent performance analysis. Moreover, it can be seen in (4) that, after one-bit quantization, all amplitudes are lost, which means that the distribution of the sign measurements is independent of the noise power under \( \mathcal{H}_0 \), resulting a simple null hypothesis.

The aforementioned challenges motivate us to derive a detector based on Rao’s test, as it does not require the MLE of the unknown parameters when \( \mathcal{H}_0 \) is simple. Before proceeding, and for notational simplicity, let us define \( Z = a_r(\phi)a_r^T(\phi)S, \vec{z} = \text{vec}(Z), \vec{y} = \text{vec}(\vec{Y}), \) and

\[
z_i = u_i + w_i, \quad y_i = r_i + i s_i, \quad i = 1, \ldots, N, \quad N = mn.
\]

where \( \beta = a + ib \). Analogously to the real-valued case in [13], we can write the log-likelihood function under \( \mathcal{H}_1 \) as:

\[
\mathcal{L}(\vec{y}; \theta) = \sum_{i=1}^{N} \log \left( Q \left[ \frac{-r_i(a u_i - b v_i)}{\sigma_n/\sqrt{2}} \right] + \sum_{i=1}^{N} \log \left( Q \left[ \frac{-s_i(a v_i + b u_i)}{\sigma_n/\sqrt{2}} \right] \right),
\]

where

\[
Q(x) = \int_{x}^{\infty} \frac{1}{\sqrt{2\pi}} \exp \left( \frac{-x^2}{2} \right) dx,
\]

\( \sigma_n^2 \) is the noise variance and \( \theta = [a, b, \sigma_n^2]^T \). Note that the log-likelihood under \( \mathcal{H}_0 \) could be easily obtained as \( \mathcal{L}(\vec{y}; 0^T, \sigma_n^2)^T \).

Due to the problem invariances, and as seen in (7), the likelihood of the data depends only on the ratio \( \beta/\sigma_n^2 \), instead of on \( \beta \) and \( \sigma_n^2 \), individually. Therefore, without loss of generality, we can simply set \( \sigma_n^2 = 2 \) and focus on \( \beta \). That is, the real and imaginary parts of the noise both follow the standard Gaussian distribution, which yields \( \theta_r = [a, b]^T \).

Now, the only unknown parameter is \( \beta \) and it therefore follows that Rao’s test statistic is given by [15]

\[
T_R = \left( \frac{\partial \mathcal{L}(\vec{y}; \theta_r)}{\partial \theta_r} \right)^T F^{-1}(\theta_r, 0) \left( \frac{\partial \mathcal{L}(\vec{y}; \theta_r)}{\partial \theta_r} \right) \bigg|_{\theta_r = \theta_r, \gamma}.
\]

where \( \theta_r = [0, 0]^T \) and \( F(\theta_r) \) is the Fisher information matrix (FIM):

\[
F(\theta_r) = -\mathbb{E} \left[ \frac{\partial^2 \mathcal{L}(\vec{y}; \theta_r)}{\partial \theta_r \partial \theta_r^T} \right].
\]

The derivation in this case differs from the Rao’s tests in [15] in two aspects: 1) the data is one-bit quantized, which requires the usage of the new likelihood function in (7); and 2) the data is complex-valued, resulting in a two-dimensional Fisher information matrix. The result is presented in the following theorem.

**Theorem 1:** The statistic of Rao’s test is given by

\[
T_R = \frac{\text{tr}(\vec{Y}\vec{Z}^H)}{M},
\]

where \( M = p mn \) and the test is therefore

\[
T_R \scalebox{0.8}{\text{H}_1} \sim \chi_2^2, \quad T_R \scalebox{0.8}{\text{H}_0} \leq \gamma,
\]

where \( \gamma \) is a properly selected threshold.

**Proof:** See Appendix A.

IV. DISTRIBUTIONS OF THE PROPOSED TEST

In this section, we obtain approximate distributions of the proposed detector, \( T_R \), under the null and alternative hypotheses. By computing the first and second order moments of the real and imaginary parts of the random variable \( \text{tr}(\vec{Y}\vec{Z}^H) \), a joint Gaussian approximation is established. Then, the distribution of \( T_R \) is computed via a generalized non-central \( \chi^2 \) distribution. Since the computation of the first two moments under \( \mathcal{H}_0 \) can be obtained from those under \( \mathcal{H}_1 \), we will first address the non-null distribution.

A. Distribution Under \( \mathcal{H}_1 \)

Let us start by rewriting the test statistic as

\[
T_R = w_1^2 + w_2^2
\]

where

\[
w_1 = \text{Re}(\vec{z}^H \vec{y}), \quad w_2 = \text{Im}(\vec{z}^H \vec{y}) \sqrt{M}.
\]

We can now establish a bivariate Gaussian approximation for the joint distribution of \( w_1 \) and \( w_2 \). The result is stated in the following theorem.

**Theorem 2:** The distribution of \( \vec{w} = [w_1, w_2]^T \) can be asymptotically \((n \rightarrow \infty)\) approximated by the a bivariate real Gaussian
distribution with mean
\[ u_w(\beta) = \frac{1}{\sqrt{M}} \left[ \sum_{i=1}^{N} (c_i u_i + d_i v_i) \right], \]
and covariance matrix
\[ \Sigma_w(\beta) = \begin{bmatrix} \sigma_1^2 & \sigma_{12} \\ \sigma_{21} & \sigma_2^2 \end{bmatrix}, \]
where
\[ \sigma_1^2 = 1 - \frac{1}{M} \sum_{i=1}^{N} (c_i^2 u_i^2 + d_i^2 v_i^2), \]
\[ \sigma_2^2 = 1 - \frac{1}{M} \sum_{i=1}^{N} (c_i^2 v_i^2 + d_i^2 u_i^2), \]
\[ \sigma_{12} = \sigma_{21} = \frac{1}{M} \sum_{i=1}^{N} (c_i^2 - d_i^2) u_i v_i, \]
with
\[ c_i = 1 - 2Q(a u_i - b v_i), \quad d_i = 1 - 2Q(a v_i + b u_i). \]

**Proof:** See Appendix B. \[ \square \]

Theorem 2 shows that the detector \( T_R \) can be expressed as a squared sum of two correlated Gaussian random variables. To proceed, we need to use a linear transformation to convert them into two independent Gaussian random variables with different variances. First, let us define
\[ 1 = \Sigma_w^{-\frac{1}{2}} (w - u_w). \]
Then, we have
\[ T_R = (1 + \Sigma_w^{-\frac{1}{2}} u_w)^T \Sigma_w (1 + \Sigma_w^{-\frac{1}{2}} u_w). \]
Using the eigenvalue decomposition of \( \Sigma_w \), given by \( \Sigma_w = P^T \Lambda P \), where \( \Lambda = \text{diag}(\lambda_1, \lambda_2) \), the test statistic can be rewritten as
\[ T_R = (P_1 + P \Sigma_w^{-\frac{1}{2}} u_w)^T \Lambda (P_1 + P \Sigma_w^{-\frac{1}{2}} u_w) \]
\[ = \lambda_1 (\mu_1 + \mu_2)^2 + \lambda_2 (\mu_2 + \mu_2)^2, \]
with
\[ \mu = P \Sigma_w^{-\frac{1}{2}} u_w, \quad \nu = P_1 \sim \mathcal{N}(0, I_2). \]

**Lemma 1:** Let \( R = \sum_{r=1}^{l} k_r \chi_{h_r}^2 (\delta_r^2) \) be a weighted sum of non-central \( \chi^2 \) random variables with different centrality parameters and degrees of freedom. Then, its complementary distribution function is given by
\[ \Pr\{R > x\} = \frac{1}{2} + \frac{1}{\pi} \int_0^{\infty} \frac{\sin \psi(u)}{u \rho(u)} du, \]
where
\[ \psi(u) = \frac{1}{2} \sum_{r=1}^{l} \left[ h_r \tan^{-1} (k_r u) + \frac{\delta_r^2 k_r u}{1 + k_r^2 u^2} \right] - \frac{1}{2} \pi u, \]
and
\[ \rho(u) = \prod_{r=1}^{l} (1 + k_r^2 u^2)^{\frac{h_r}{2}} \exp \left\{ \frac{1}{2} \sum_{r=1}^{l} \frac{(\delta_r k_r u)^2}{1 + k_r^2 u^2} \right\}. \]

Then, we can use Lemma 1 with \( l = 2, k_i = \lambda_i, \delta_i^2 = \mu_i^2, \) and \( h_i = 1 \) to compute the probability of detection via numerical integration [25].

**B. Distribution Under \( H_0 \)**

Under \( H_0 \), we have
\[ u_w = 0, \quad \Sigma_w = I_2, \]
which implies that \( w_1 \) and \( w_2 \) are i.i.d. Gaussian random variables, yielding
\[ T_R \sim \chi^2_2. \]
Hence, \( T_R \) is exponentially distributed with parameter 1/2, the probability of false alarm becomes
\[ P_{fa}(\gamma) = \Pr\{T_R > \gamma\} = \exp(-\gamma/2), \]
and the detection threshold can be obtained as
\[ \gamma = -2 \log(P_{fa}). \]

**V. ANALYSIS OF THE PERFORMANCE DEGRADATION**

In this section, we study the detection performance degradation of using one-bit ADCs with respect to \( \infty \)-bit ADCs. Since, both, Rao’s test and the GLRT are asymptotically optimal detectors [18], their performances can be taken as the best achievable results in either one-bit or \( \infty \)-bit scenarios. Therefore, we can compute the performance degradation by comparing the performance of the Rao’s test for one-bit case and the GLRT for \( \infty \)-bit case. This aforementioned analysis could be achieved by using a series of analytical tools such as moment-based method [26] or the asymptotic expansion method [27], [28], which could analyze the performance of detectors in a very accurate manner. However, to make a trade-off between the simplicity and accuracy of the expressions, here, we choose Wilks’ theorem, which provides a simple expression for the performance metrics and allows us to gain insights.

**A. \( \infty \)-Bit Case**

Let us first study the performance of the GLRT, \( T_{\text{GLRT}} \), with \( \infty \)-bit ADCs. In this case, there is no quantization error, so the
received signal is $X$. Then, we must solve the detection problem in (3) whose GLRT can be obtained in a similar manner to [12] and is presented next.

**Theorem 3:** The GLRT for the test in (3) is

$$T_{\text{GLRT}} = \left[ 1 - \frac{\text{tr}(XZ^H)}{\text{tr}(XX^H)} \right]^{N \tilde{h}_0} \frac{\tilde{h}_0}{\tilde{h}_i},$$

where $\gamma$ is a properly selected threshold.

**Proof:** See [12].

It is easy to show that (32) is a monotone transformation of

$$T'_{\text{GLRT}} = \frac{\text{tr}(XZ^H)^2}{\text{tr}(XX^H)},$$

which is equivalent to $T_R$ when $X$ is replaced by the one-bit quantized data $Y$ and also noting that $\text{tr}(YY^H) = 2N$. This shows that the same detector can be applied to both one-bit and $\infty$-bit quantized data.

Once we have the GLRT, we can use Wilks’ theorem [15], which is presented next, to obtain its asymptotic distributions.

**Lemma 2:** Consider the binary hypothesis testing problem

$$H_0: \theta = \theta_0,$$

$$H_1: \theta \neq \theta_0,$$

where $\theta_1 \in \mathbb{R}^{g \times 1}$ is the nuisance parameter vector and $\theta_0 \in \mathbb{R}^{r \times 1}$. Then, the GLRT is asymptotically distributed as

$$-2\log(T_{\text{GLRT}}) \sim \begin{cases} \chi^2_f, & \text{under } H_0, \\ \chi^2_f(\delta^2), & \text{under } H_1, \end{cases}$$

where

$$\delta^2 = (\theta_1 - \theta_0)^T \left[ F^{-1}(\theta_1) \right]^{-1} (\theta_1 - \theta_0),$$

with $\delta^2 = (\theta_1^T, \theta_1^T)^T$ being the true parameters in $H_1$.

It is easy to see that the nuisance parameter is the noise variance, i.e., $\theta_s = \sigma_n^2$. Hence, since $\theta = [a, b, \sigma_n^2]^T$, it is obvious that the DOF is $f = 2$. Moreover, the non-centrality parameter of the non-null distribution is

$$\delta^2 = M|\beta|^2,$$

which is derived in Appendix C.

### B. One-Bit Case

Since Rao’s test has the asymptotic performance of the GLRT, intuitively, one could also apply Wilks’ theorem for $T_R$, which would result in a similar non-central $\chi^2$ approximation. Thus, the performance degradation could be easily attained by a comparison between the non-centrality parameters [13]. However, unlike the $\infty$-bit case, Wilks’ theorem does not generally hold for one-bit quantized data due to the strong non-linearity of the ADCs. More specifically, as shown in (19), $w_1$ and $w_2$ in $T_R$ are correlated, which makes the non-central $\chi^2$ approximation invalid, requiring the more sophisticated generalized non-central $\chi^2$ distribution. Nevertheless, we can still provide a non-central $\chi^2$ approximation to the non-null distribution in the low-SNR regime. The result is summarized in the following theorem.

**Theorem 4:** When the magnitude of $\beta$ is of order $O(M^{-1/2})$, the distribution under $H_1$ of $T_R$ can be approximated as

$$T_R \sim \chi^2_f(\delta^2),$$

where

$$\delta^2 = \frac{2M}{\pi} |\beta|^2.$$

**Proof:** See Appendix D.

Comparing (38) with (36), and taking into account that the null distributions of $T_{\text{GLRT}}$ and $T_R$ are identical, the performance degradation in the low-SNR regime is about $10 \log_{10}(\pi/2) \approx 2$ dB.

**Remark 1:** In many parameter estimation problems, e.g., [6], [8], [9], [16], [17], the authors have studied the performance degradation by comparing the best achievable performance of an estimator with the Cramér-Rao bound, showing that the minimum achievable loss was also $2$ dB in the low-SNR regime. This matches our result in the detection problem. Nevertheless, one remarkable difference is that in the estimation case, the Fisher information is proportional to the performance bound and differs by a ratio of $2/\pi$ in the low-SNR regime only. In our problem, the FIMs have a fixed gap of $2/\pi$, but the detection performances are not, in general, proportional to the Fisher information matrix. The underlying reason for this phenomenon will be an interesting future work.

## VI. Numerical Results

In this section, we carry out numerical simulations to validate our theoretical findings. We first evaluate the accuracy of the derived theoretical probabilities of false alarm and detection, which includes one-bit and $\infty$-bit scenarios, in the low-SNR and high-SNR cases. Then, we illustrate the detection performance and verify the 2 dB performance degradation. All results are obtained from $10^5$ Monte Carlo trials.

We consider a collocated MIMO radar system with uniform linear arrays with half-wavelength inter-element spacing. Similar to [29], [30], we choose the orthogonal linear frequency modulation (LFM) signal as the transmitted waveform, which is shifted towards the angle $\theta$:

$$S_{k,l} = \frac{\exp \left\{ \frac{\pi}{n} \left[ 2\pi(k(l-1) + \pi(l-1)^2 + (k-1) \sin(\theta)) \right] \right\}}{\sqrt{\beta}},$$

where $k = 1, \ldots, p$ and $l = 1, \ldots, n$. Unless otherwise stated, the DOA $\theta$ is fixed at $-\pi/3$. The noise is defined as white Gaussian noise with zero mean and variance $\sigma_n^2 = 2$, and $\beta$ is generated from a complex Gaussian distribution with zero mean and unit variance, which is scaled to achieve the desired SNR, defined as:

$$\text{SNR} = 10 \log_{10} \left( \frac{|\beta|^2}{\sigma_n^2} \right).$$

To quantify the approximation error between the theoretical and empirical cumulative distribution functions (CDFs), we shall also use the Cramér-von Mises goodness-of-fit test, which is
defined as [31]

$$
\epsilon = \frac{1}{K} \sum_{i=1}^{K} \left| F(c_i) - \hat{F}(c_i) \right|^2,
$$

(41)

where $F(c_i)$ is the empirical CDF and $\hat{F}(c_i)$ is the proposed approximation.

### A. Null Distribution

First, we study the null distribution of the proposed Rao’s test for one-bit ADCs and the GLRT for $\infty$-bit ADCs. Concretely, we used these distributions to compute the probabilities of false alarm, $P_{fa}$, Fig. 1(a) depicts $P_{fa}$ for $m = p = 4$ as a function of the threshold for the approximation in (30), which is valid for large $N$ or, equivalently, $n$. This figure also shows the empirical probabilities obtained using Monte Carlo simulations with $n = 8, 32,$ and 128, which allows us to see the accuracy of the proposed approximation for values of $n$ as small as 32. Additionally, we have also computed the approximation errors, $\epsilon$, between the approximated and empirical CDFs, which are given by $\epsilon = 1.75 \times 10^{-5}$ for $n = 8$, $\epsilon = 9.9 \times 10^{-8}$ for $n = 32$, and $\epsilon = 7.38 \times 10^{-8}$ for $n = 128$. This confirms the asymptotic nature of the proposed approximation, which is due to the asymptotic Gaussian approximation.

In Fig. 1(b), for the same scenario as before, we examine the accuracy of the null distribution of $T_{GLRT}$. The approximated and empirical distributions also agree very well with each other, with approximation errors as small as $\epsilon = 3.40 \times 10^{-5}$ for $n = 8$, $\epsilon = 2.52 \times 10^{-6}$ for $n = 32$, and $\epsilon = 3.06 \times 10^{-7}$ for $n = 128$. This confirms the asymptotic nature of the proposed approximation, which is due to the asymptotic Gaussian approximation.

### B. Non-Null Distribution

This section studies the accuracy of the approximations of the probability of detection, including (25) and (37) for Rao’s test and (34) for the GLRT. We first examine the accuracy of the distributions for one-bit data, namely (25) for the general case and (37) for the low-SNR regime. The results are shown in Fig. 2, where the experiment parameters are $m = p = 4$, $n = 32, 128,$ and 256, and SNR = $-23$ dB for Fig. 2(a) and SNR = $-13$ dB for Fig. 2(b). The approximation errors are also summarized in Table I, which shows that the analytic result in (25) works very well for both cases, while (37) is accurate in the low-SNR regime. This is because (37) is obtained on the premise of a low SNR, and hence loses validity as the SNR increases. However,
it is very simple and can be used to compare performance with the ∞-bit detector.

In Fig. 3, we check the accuracy of the non-null distribution in (34), which corresponds to the GLRT with ∞-bit ADCs. Due to the fact that (34) is derived without making any assumptions about SNR, it is likely to perform well in both high and low SNR environments. As a result, we study both regimes with \( m = p = 4 \) and \( n = 32 \), \( n = 128 \), \( n = 256 \) respectively. These results confirm that the derived non-null distributions are able to accurately predict the detection performance and enables us to compare the performance of one-bit and ∞-bit ADCs theoretically, as done in Section V.

### C. Performance Degradation

In this section, we study the probability of detection, for a fixed probability of false alarm, of the proposed detector \( T_R \) and verify the prediction of 2 dB performance degradation. It is worth mentioning that [14] has also considered the one-bit MIMO radar detection problem, but adopted a simplified model whereby the reflection parameter \( \beta \) is known. The likelihood ratio test (LRT) in [14] is:

\[
T_{LR} = \frac{1}{2} \sum_{i=1}^{N} \log \left( \frac{Q[-r_i(au_i - bv_i)]}{Q[-s_i(au_i + bv_i)]} \right) + \frac{1}{2} \log(2),
\]

\( (42) \)

However, it should be noted that in real-world applications \( \beta \) can hardly be known. Therefore, the above LRT is only used as a (genie-aided) benchmark, but cannot be applied in realistic conditions.

Fig. 4 depicts the probability of detection versus the SNR for \( P_{fa} = 10^{-3} \), \( m = p = 4 \) and \( n = 32 \), \( n = 256 \), \( n = 2048 \). This figure shows that the performance of the detector in the one-bit case is 2 dB away from the case of ∞-bit quantized data, which matches very well with the theoretical prediction. Note that this approximation also holds for moderate SNRs, despite it was derived for low SNRs. In addition, the distances between \( T_R \) and \( T_{LR} \) are roughly 2 dB when SNR is low but narrows to 1 dB as \( P_d \) approaches 1. This is because for large SNRs, the estimate of \( \beta \) is more accurate and the prior information has therefore less impact on the detection performance.

Comparing (38) with (36), it is easy to see that the 2 dB performance degradation can also be compensated by \( \pi/2 \) multiplication of the number of samples. In Fig. 5, we plot the probability of detection versus number of samples \( n \), in logarithmic scale, for an experiment with \( m = p = 4 \) and several SNR values. To better illustrate the performance gap, a copy of the curve of the GLRT with ∞-bit ADCs is shifted by \( \log(\pi/2) \approx 0.45 \). It can be observed that the curve of the proposed Rao’s test matches perfectly the shifted one, proving that performance loss can also be compensated by \( \pi/2 \approx 1.57 \) times amount of samples.

In Fig. 6, we repeat the experiment described in Fig. 5 except that we fix \( n = 64 \) and increase the size of the array. We chose to set \( m = p \), which is a standard configuration in collocated
MIMO radar. It is observed that the gap between the curves of the one-bit and ∞-bit detectors narrows to $\log(\pi/2)/2 \approx 0.23$. This is because the detection performance is proportional to $M = pmn = p^2 n$, thus increasing the array size is twice as effective as increasing the number of snapshots. The result indicates that, given the same SNR and sample support, a one-bit system with $\sqrt{\pi/2} \approx 1.25$ times array size can achieve comparable performance to an ∞-bit system.

**D. Complexity Analysis**

The proposed one-bit detector has a relatively low computational cost. As demonstrated by (12), the detection algorithm requires just $4N + 3$ multiplications and $4N - 1$ additions. In comparison, the detector in [14] must evaluate the $Q$ function, which requires significantly more computational resources.

Table II compares the time required to evaluate the derived Rao’s test and the LRT in [14]. It can be observed the computation of the detector is incredibly rapid and requires significantly less time than the LRT. This is an additional benefit of our detector.

**VII. Conclusion**

In this paper, we derived a novel detector based on Rao’s test for target detection in MIMO radar with one-bit ADCs. The proposed method has a closed-form expression and does not require complicated numerical optimization of the reflectivity. We provided a comprehensive analysis of the theoretical performance of the proposed detector by deriving closed-form approximations for the null and non-null distributions, which allow us to compute the probabilities of false alarm and detection. Furthermore, we studied the performance degradation of using one-bit ADCs by comparing it with the performance of the GLRT with ∞-bit ADCs, proving a loss of 2 dB in the low SNR regime, which enlarges for increasing SNRs. We have further shown that the degradation can be compensated by collecting 57% more samples or increasing the array size by 25%. Simulation results validated the effectiveness of the proposed detector and the related theoretical analysis.

In the future, this work will be extended to include colored noise to improve the robustness of the detection algorithm. Performance analyses for the mismatched scenarios, such as imperfect DOA information, are also of considerable interest.

**APPENDIX A**

**Proof of Theorem 1**

We shall start by computing the derivative of the log-likelihood with respect to the unknown parameters, which are given by

$$
\frac{\partial \mathcal{L}(\mathbf{y}; \theta_r)}{\partial a} = \frac{\sum_{i=1}^{N} r_i u_i \varphi[r_i (au_i - bv_i)]}{Q[r_i (au_i - bv_i)]} + \sum_{i=1}^{N} s_i v_i \varphi[s_i (av_i + bu_i)] / Q[s_i (av_i + bu_i)],
$$

and

$$
\frac{\partial \mathcal{L}(\mathbf{y}; \theta_r)}{\partial b} = \frac{\sum_{i=1}^{N} r_i u_i \varphi[r_i (au_i - bv_i)]}{Q[r_i (au_i - bv_i)]} + \sum_{i=1}^{N} s_i u_i \varphi[s_i (av_i + bu_i)] / Q[s_i (av_i + bu_i)],
$$

where $\varphi(\cdot)$ is the standard Gaussian probability density function. Substituting $a = 0$ and $b = 0$ into (43) and (44), we have

$$
\frac{\partial \mathcal{L}(\mathbf{y}; \theta_r)}{\partial \theta_r} \bigg|_{\theta_r = \theta_r, 0} = \sqrt{\frac{2}{\pi}} \left[ \frac{\sum_{i=1}^{N} r_i u_i + s_i v_i}{\sum_{i=1}^{N} (s_i u_i + r_i v_i)} \right]
$$

$$
= \sqrt{\frac{2}{\pi}} \left[ \frac{\text{Re}(z^H y)}{\text{Im}(z^H y)} \right].
$$

(45)
In addition, using the derivatives in (43) and (44), we can compute the FIM in (10), element by element, as follows

\[
F_{1,1}(\theta_{r,0}) = \frac{2}{\pi} \mathbb{E} \left[ \left( \sum_{i=1}^{N} r_i u_i + \sum_{i=1}^{N} s_i v_i \right)^2 \right] = \frac{2}{\pi} \mathbb{E} \left[ \sum_{i=1}^{N} s_i^2 v_i^2 + \sum_{i=1}^{N} r_i^2 u_i^2 \right] = \frac{2}{\pi} \text{tr}(ZZ^H). \tag{46}
\]

Similarly, we have

\[
F_{2,2}(\theta_{r,0}) = \frac{2}{\pi} \text{tr}(ZZ^H), \tag{47}
\]

and

\[
F_{1,2}(\theta_{r,0}) = \frac{2}{\pi} \mathbb{E} \left[ \left( \sum_{i=1}^{N} s_i v_i + \sum_{i=1}^{N} r_i u_i \right) \times \left( \sum_{i=1}^{N} s_i u_i - \sum_{i=1}^{N} r_i v_i \right) \right] = \frac{2}{\pi} \mathbb{E} \left[ \sum_{i=1}^{N} s_i^2 v_i u_i - \sum_{i=1}^{N} r_i^2 v_i u_i \right] = 0, \tag{48}
\]

which yields

\[
F(\theta_{r,0}) = \frac{2}{\pi} \text{tr}(ZZ^H) \mathbf{I}_2, \tag{49}
\]

where \( \mathbf{I}_2 \) is the 2 \times 2 identity matrix.

Substituting (45) and (49) into (9), the statistic becomes

\[
T_R = \frac{|\text{tr}(YZ^H)|^2}{\text{tr}(ZZ^H)}, \tag{50}
\]

and the proof follows by noting that

\[
\text{tr}(ZZ^H) = \text{tr} \left( a_r(\phi) a_r^T(\phi) S S^H a_r(\phi)^T a_r^H(\phi) \right) = \|a_r(\phi)\|^2 \|a_r(\phi)\|^2 \text{tr}(SS^H) = M, \tag{51}
\]

where we have used \( \|a_r(\phi)\|^2 = p, \|a_r(\phi)\|^2 = m \) and \( \text{tr}(SS^H) = n \).

**APPENDIX B**

**PROOF OF THEOREM 2**

For this proof, we need the following lemma, which is a multivariate version of the central limit theorem [32].

**Lemma 3:** Let \( s = \sum_{i=1}^{N} q_i \), where \( q_1, \ldots, q_N \in \mathbb{R}^d \) are mutually independent random vectors with zero mean. Then, as \( N \to \infty \), \( s \) is asymptotically Gaussian distributed with zero mean and covariance matrix \( C \) if

\[
\lim_{N \to \infty} \sum_{i=1}^{N} \mathbb{E} \left[ \left\| C^{-1/2} q_i \right\|^3 \right] = 0. \tag{52}
\]

First, we shall compute the first and second order statistics and then study whether (52) holds. For notational simplicity, let us define

\[
t_1 = \sqrt{M} w_1 = \sum_{i=1}^{N} r_i u_i + \sum_{i=1}^{N} s_i v_i, \tag{53}
\]

\[
t_2 = \sqrt{M} w_2 = \sum_{i=1}^{N} s_i u_i - \sum_{i=1}^{N} r_i v_i. \tag{54}
\]

The first order moments of \( t_1 \) and \( t_2 \) are given by

\[
E[t_1] = \sum_{i=1}^{N} c_i u_i + \sum_{i=1}^{N} d_i v_i, \tag{55}
\]

\[
E[t_2] = \sum_{i=1}^{N} d_i u_i - \sum_{i=1}^{N} c_i v_i. \tag{56}
\]

where

\[
c_i = E(r_i) = 1 - 2Q(au_i - bv_i), \tag{57}
\]

\[
d_i = E(s_i) = 1 - 2Q(av_i + bu_i). \tag{58}
\]

For the second order moments, we can first compute the following expectations:

\[
E[r_i r_j] = \begin{cases} c_i c_j, & i \neq j, \\ 1, & i = j, \end{cases} \tag{59}
\]

\[
E[s_i s_j] = \begin{cases} d_i d_j, & i \neq j, \\ 1, & i = j, \end{cases} \tag{60}
\]

\[
E[r_i s_j] = c_i d_j. \tag{61}
\]

Then, we have

\[
E[t_1 t_2] = -\sum_{i=1}^{N} c_i u_i \sum_{i=1}^{N} c_i v_i + \sum_{i=1}^{N} c_i u_i \sum_{i=1}^{N} d_i u_i - \sum_{i=1}^{N} d_i v_i \sum_{i=1}^{N} c_i v_i + \sum_{i=1}^{N} d_i v_i \sum_{i=1}^{N} d_i u_i - \sum_{i=1}^{N} (1 - c_i^2) u_i v_i + \sum_{i=1}^{N} (1 - d_i^2) u_i v_i = E[t_1] E[t_2] + \sum_{i=1}^{N} (c_i^2 - d_i^2) u_i v_i, \tag{62}
\]

and

\[
E[t_1^2] = E[t_1]^2 + \text{tr}(ZZ^H) - \sum_{i=1}^{N} (c_i^2 u_i^2 + d_i^2 v_i^2), \tag{63}
\]

\[
E[t_2^2] = E[t_2]^2 + \text{tr}(ZZ^H) - \sum_{i=1}^{N} (c_i^2 v_i^2 + u_i^2 d_i^2). \tag{64}
\]

Combining all results above and using the fact that \( \text{tr}(ZZ^H) = M \), we obtain the first and second order statistics of \( w \) in (15) and (16).

To conclude the derivation, we prove that (52) holds. Define \( q_i \) as

\[
q_i = \frac{1}{\sqrt{M}} \left[ u_i r_i' + v_i s_i' \right], \quad i = 1, \ldots, N, \tag{65}
\]
The FIM becomes

\[
F = \begin{bmatrix}
\frac{2M}{\sigma^2} & 0 & 0 \\
0 & \frac{2M}{\sigma^2} & 0 \\
0 & 0 & \frac{N}{\sigma^2}
\end{bmatrix}.
\]  

(76)

Therefore, we have

\[
[F^{-1}(\theta_1)]^{-1}_{\theta_i, \theta_j} = \frac{2M}{\sigma^2} I_2,
\]  

(77)

and the non-centrality parameter in (36) can be computed as

\[
\delta^2 = (\theta_{r_i} - \theta_{r_i})^T [F^{-1}(\theta_1)]^{-1}_{\theta_i, \theta_i} (\theta_{r_i} - \theta_{r_i})
\]

\[
= M \frac{2|\beta|^2}{\sigma^2},
\]  

(78)

where \([F^{-1}(\theta_1)]^{-1}_{\theta_i, \theta_i}\) is the block of the inverse FIM corresponding to the parameters in \(\theta_r\). Recalling that we have set \(\sigma_n^2 = 2\) in Section III, we obtain \(\delta^2 = M|\beta|^2\), which concludes the derivation of (36).

**APPENDIX D**

**PROOF OF THEOREM 4**

Since we have assumed that \(\beta\) is of order \(O(M^{-\frac{1}{2}})\), we can apply a Taylor’s approximation to the \(Q\) function around 0, allowing us to write

\[
c_i = 1 - 2Q(au_i - bv_i) = \sqrt{\frac{2}{\pi}} (au_i - bv_i) + O(M^{-1}),
\]  

(79)

\[
d_i = 1 - 2Q(au_i + bv_i) = \sqrt{\frac{2}{\pi}} (au_i + bv_i) + O(M^{-1}).
\]  

(80)

Then, \(\sigma_7^2\) and \(\sigma_{12}\) become

\[
\sigma_7^2 = 1 - \frac{2}{M\pi} \sum_{i=1}^{N} \left[ a^2(u_i^3 + v_i^3) + 2ab(u_i^3v_i^3 - u_i^3v_i) \right]
\]

\[
+ 2b^2u_i^2v_i^3 + O(M^{-2}),
\]  

(81)

\[
\sigma_{12}^2 = 1 - \frac{2}{M\pi} \sum_{i=1}^{N} \left[ b^2(u_i^3 + v_i^3) + 2ab(u_i^3v_i^3 - u_i^3v_i) \right]
\]

\[
+ 2a^2u_i^2v_i^3 + O(M^{-2}),
\]  

(82)

and

\[
\sigma_{12} = \frac{2}{M\pi} \sum_{i=1}^{N} \left[ (a^2 - b^2)(u_i^2 - v_i^2) - 4abu_i v_i u_i v_i \right] + O(M^{-2}).
\]  

(83)

Recalling again that \(a\) and \(b\) are of order \(O(M^{-\frac{1}{2}})\), the covariance matrix of \(w = [u_1, v_1]^T\) becomes

\[
\Sigma_w = I_2 + O(M^{-1}).
\]  

(84)

Then, the weighted sum in (23) has identical weights given by the eigenvalues of \(\Sigma_w(\beta)\), which are \(\lambda_i = 1 + O(M^{-1})\).
Additionally, the means of $w_1$ and $w_2$ can be approximated as:

$$
\mathbb{E}[w_1] = \sqrt{\frac{2}{M\pi}} \sum_{i=1}^{N} (u_i^2 + v_i^2) + \mathcal{O}(M^{-\frac{1}{2}}),
$$

and

$$
\mathbb{E}[w_2] = \sqrt{\frac{2}{M\pi}} b \sum_{i=1}^{N} (u_i^2 + v_i^2) + \mathcal{O}(M^{-\frac{1}{2}}).
$$

Therefore, $T_R = w_1^2 + w_2^2$ is the sum of squares of two uncorrelated Gaussian random variables with means $\alpha \sqrt{2M/\pi}$ and $b \sqrt{2M/\pi}$ and unit variance, which results in $T_R$ that follows a non-central $\chi^2$ distribution with DOF 2 and non-centrality parameter

$$
\delta^2 = \frac{2}{\pi} |\beta|^2.
$$

This completes the proof of Theorem 4.
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