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One-Bit Target Detection in Collocated MIMO
Radar and Performance Degradation Analysis
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Abstract—Target detection is an important problem in multiple-
input multiple-output (MIMO) radar. Many existing target
detection algorithms were proposed without taking into considera-
tion the quantization error caused by analog-to-digital converters
(ADCs). This paper addresses the problem of target detection for
MIMO radar with one-bit ADCs and derives a Rao’s test-based de-
tector. The proposed method has several appealing features: 1) it is
a closed-form detector; 2) it allows us to handle sign measurements
straightforwardly; 3) there are closed-form approximations of the
detector’s distributions, which allow us to theoretically evaluate
its performance. Moreover, the closed-form distributions allow us
to study the performance degradation due to the one-bit ADCs,
yielding an approximate 2 dB loss in the low-signal-to-noise-ratio
(SNR) regime compared to co-bit ADCs. Simulation results are
included to showcase the advantage of the proposed detector and
validate the accuracy of the theoretical results.

Index Terms—Multiple-input multiple-output (MIMO) radar,
one-bit analog-to-digital converter (ADC), Rao’s test, target
detection.

I. INTRODUCTION

ULTIPLE-input multiple-output (MIMO) radar, which
uses multiple antennas at both transmitter and receiver,
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can provide significant performance gains by exploiting wave-
form diversity. With the increase of array sizes and the emer-
gence of resource-limited applications, one-bit sampling has
become a promising technique, as it provides, on one hand, cost
and energy efficiency, and, on the other, higher sampling rates.

During the past two decades, one-bit processing has been stud-
ied for many problems, ranging from direction-of-arrival (DOA)
estimation [1]-[3], MIMO communications [4]-[7], frequency
estimation [8] to target tracking [9]. These works have shown
that, with a rational design of signal processing algorithms, the
performance degradation is usually relatively small. However,
most of the existing algorithms in radar target detection were
derived without considering the quantization effect [10]-[12].
The performance degradation caused by imperfect analog-to-
digital converters (ADCs) has also not been well studied in the
literature.

The use of sign (or one-bit) measurements hinders the appli-
cation of standard detection techniques, such as the generalized
likelihood ratio test (GLRT), as in these cases, the likelihood
function is a product of ) functions, and it does therefore not
admit a closed-form. Concretely, there does not exist analytical
solution of the maximum likelihood estimates (MLE) of the un-
known parameters, i.e., target reflectivity. Even though numeri-
cal optimization methods can be used to find the solution [13],
they lead to detectors without closed form, which translates into
acomplicated performance analysis. An alternative to numerical
methods was developed in [14], which considered a simplified
model. Concretely, it assumes that the target reflectivity is known
a priori. Nevertheless, this assumption is unrealistic from a
practical standpoint since the reflectivity is fast-changing and
generally needs to be estimated. In this paper, to avoid the
computation of the MLE, we resort to Rao’s test, which only
requires the computation of the Fisher information matrix (FIM)
and allows us to obtain a closed-form statistic. This also frees
us from requiring prior information on the target reflectivity,
as it has been implicitly estimated by a second-order Taylor’s
approximation of the MLE [15].

A very important problem is to analyze the performance
degradation of the proposed Rao’s test with one-bit ADCs
compared to the co—bit case. It is worth mentioning that the
performance loss analysis has been visited several times in the
estimation literature. Despite the different backgrounds, it is
quite commonly suggested that for symmetric one-bit ADCs, the
performance loss is 7/2 (2 dB) in the low-signal-to-noise-ratio
(SNR) regime, while growing larger when the SNR increases [6],
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[81, [9], [16], [17]. However, this problem has attracted much
less attention in the detection field. To the best of our knowledge,
only [13] proved a 2 dB loss for all SNRs based on Wilks’
theorem [15], which contradicts the general result in estimation
papers. This is because Wilks’ theorem is not generally applica-
ble for one-bit quantized data, as will be shown later.

In this paper, we carry out the performance loss analysis
by comparing the theoretical probabilities of false alarm and
detection of the derived Rao’s test with 1-bit ADCs and the
GLRT with co—bit ADCs. Since, both, Rao’s test and GLRT
are asymptotically optimal [15], [18], their performances can
be seen as the best-case scenario one can get with one-bit and
oo—bit ADCs. This motivates us to analyze the distribution
of the detectors under the null and alternative hypotheses. We
show that the proposed Rao’s test is exponentially distributed
in the null case. For the non-null distribution, we first provide
a near-exact result based on Imhof’s generalized non-central
x? distribution [19], which is followed by a non-central x?
approximation that is valid only in the low-SNR regime. For
the co—bit case, the GLRT has an identical null distribution
as its one-bit counterpart, whereas, in the non-null case, it is
non-central X2 distributed for all SNRs, with the non-centrality
parameter increased by a scale of 7 /2. This proves that the
2 dB performance degradation is achievable only in the low-SNR
regime, which agrees better with the results in estimation papers.

The contributions of this paper are summarized as:

1) The Rao’s test is formulated for one-bit detection in
collocated MIMO radar. Compared to the GLRT, it has
the advantage of being in closed-form, i.e., no iterative
algorithms are required. In addition, it does not need prior
information on the target reflectivity, as opposed to [14].

2) We obtain near-exact null and non-null distributions of
the devised detector. For the performance comparison, a
low-SNR approximation of the non-null distribution is
also provided, which shows that Wilks’ theorem only
works in the low-SNR regime, but not in general for
one-bit quantized samples.

3) The performance of the detector is compared with the
oco—bit counterpart, which shows that the performance
loss of using one-bit ADCs is as low as 2 dB in the low-
SNR regime. Alternatively, this performance gap could
also be compensated by increasing the number of samples
by a factor of /2.

The remainder of this paper is organized as follows. The
signal model for one-bit detection in collocated MIMO radar
is presented in Section II. In Section III, a detector based on
Rao’s test is derived, with its null and non-null distributions
analyzed in Section IV. The performance degradation of using
one-bit ADCs with respect to ideal (co-bit) ADCs is studied in
Section V. Section VI provides simulation results to validate
the theoretical calculations. Finally, the main conclusions are
summarized in Section VII.

1. Notation

Throughout this paper, we use boldface uppercase letters for
matrices, boldface lowercase letters for column vectors, and
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light face lowercase letters for scalar quantities. The notation
A € RP*? (CP*1) indicates that A is a p x ¢ real (complex)
matrix. The (¢, j)—th entry of A is denoted by A;;, whereas
a; corresponds to the ¢:—th entry of the vector a. The Frobenius
norm and trace of A are ||A||r and tr(A), and vec(A) is the
vectorization of the matrix A. The superscripts (-)~!, (-)7,
and ()7 represent matrix inverse, transpose, and Hermitian
transpose operations. The operators E[a] and V[a] denote, re-
spectively, the expected value and variance of a, Cla, b] is the
covariance between a and b, and ~ means “distributed as”. The
X?c and X?((Sz) denote, respectively, the central and non-central
Chi-squared distributions, where f is the number of degrees-of-
freedom (DOF) and 67 is the noncentrality parameter. Finally,
the operators Re(+) and Im(-) extract the real and imaginary parts
of their arguments, « is the imaginary unit, and sign(-) takes the
sign of its argument.

II. SIGNAL MODEL

Consider a collocated MIMO radar system where there are
p transmit and m receive antennas, which are collocated. The
transmitter emits a probing beam towards the desired angle ¢.
Assuming the presence of a far field target, the received signal
at the input of the ADCs can be written as

X = Ba,(¢)a/ (¢)S + N, (1)

where X € C™*", with n being the number of available snap-
shots, and N € C™*"™ is additive white Gaussian noise [20]—
[24]. Here, § is the unknown target reflectivity, i.e., a com-
plex amplitude proportional to the radar cross section (RCS),
a;(¢) € CP*! and a,(¢) € C™! stand for the transmit and
receive steering vectors,' respectively, and S € CP*" is the
known transmitted waveform with tr(SS*) = n. After one-bit
quantization, the baseband signal becomes

Y = 9(X) = sign(Re(X)) + wsign(Im(X)), (2)

where Q(-) denotes the quantization operator.

Our task is to identify the presence or absence of the target
based on the quantized observations Y. Let /| be the hypothesis
where there is target in the received data, while H, be the
hypothesis where there is no target. Then, without quantization,
the standard target detection problem can be described as the
binary hypothesis test

7‘[0 X = 1V—7 (3)
H X = Ba,.(¢)atT(¢)S + N,

whereas with one-bit ADCs, the target detection problem be-
comes

H() 'Y = Q (N) 3
Hi:Y = Q(Bar(g)aj (4)S +N).
These two detection problems have been addressed in the
past. The works in [10]-[12] have studied the target detection

problem for MIMO radar without quantization in (3). Then,
[14] considered the MIMO target detection problem from sign

“)

IThe steering vectors are known taking into account that ¢ and the array
geometries are known.
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measurements, which can be viewed as a one-bit quantized
version of that in [10]-[12]. However, the reflectivity parameter,
5, was assumed to be known, which is usually unrealistic in
practical MIMO radar systems. In this paper, we take [ as an
unknown deterministic value, namely, no prior distribution on
[ is required. Mathematically, the above model can be seen
as a complex-valued version of the decentralized detection in
wireless sensors network in [13], where the authors proposed
a GLRT for real-valued measurements based on an iterative
algorithm to seek the MLE of 3. However, detectors without
closed-form are less useful for performance analysis since only
Wilks’ theorem can be applied. In Sections IV and V, we will
show that Wilks’ theorem only works for the low-SNR regime
in one-bit detection. Therefore, to avoid the MLE computation,
in this work we derive a closed-form detector based on Rao’s
test, which allows us to perform a more detailed performance
assement.

III. DERIVATION OF RAO’S TEST

The common approach to solve the above hypothesis testing
problems with unknown parameters is to derive the GLRT.
However, for one-bit measurements, the likelihood function is
a product of @) functions, which does not admit a closed-form
expression, making the finding of the MLE of /3 also nontrivial.
This results initerative detection algorithms, asin [13], and poses
challenges for the subsequent performance analysis. Moreover,
itcan be seen in (4) that, after one-bit quantization, all amplitudes
are lost, which means that the distribution of the sign measure-
ments is independent of the noise power under H, resulting a
simple null hypothesis.

The aforementioned challenges motivate us to derive a detec-
tor based on Rao’s test, as it does not require the MLE of the
unknown parameters when Hy is simple. Before proceeding,
and for notational simplicity, let us define Z = a,.(¢)al (¢)S,
z = vec(Z),y = vec(Y), and

Zi = Ui + 1y, Yi = ri +15;. ®)
withi = 1,..., N, where N = mn. Then, we have
Bz = au; — bv; + 1(av; + buy), (6)

where 8 = a + 1b. Analogously to the real-valued case in [13],
we can write the log-likelihood function under H,; as:

Lonm:=§§bg<Q{_”§jﬂ2qu)

pm(e[E]). o

where

00 1 _.,L,Z
xT) = ——exp | — | dz, 8)
)= [ e () (
o2 is the noise variance and 6 = [a, b, 72]7". Note that the log-
likelihood under H, could be easily obtained as £(y; [07, 02]7).

Due to the problem invariances, and as seen in (7), the likelihood
of the data depends only on the ratio /02, instead of on 3 and
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o2, individually. Therefore, without loss of generality, we can
simply set 2 = 2 and focus on 3. That s, the real and imaginary
parts of the noise both follow the standard Gaussian distribution,
which yields 6,. = [a,b]T.
Now, the only unknown parameter is 3 and it therefore follows
that Rao’s test statistic is given by [15]
91»_97-,0>
©)

T
1 (0836, P 0, (2560
60,=0,, 60’"

00,
where 0,9 = [0,0]7 and F(,.) is the Fisher information matrix
(FIM):

az‘c(y;ar)] ) (10)

00,.00T

The derivation in this case differs from the Rao’s tests in [15] in
two aspects: 1) the data is one-bit quantized, which requires
the usage of the new likelihood function in (7); and 2) the
data is complex-valued, resulting in a two-dimensional Fisher
information matrix. The result is presented in the following
theorem.

Theorem 1: The statistic of Rao’s test is given by

Fwﬁ::—E[

tr(YZH)?
7, = MY (1)
where M = pmn and the test is therefore
Hi
Tr 27, (12)
Ho
where 7 is a properly selected threshold.
Proof: See Appendix A. ]

IV. DISTRIBUTIONS OF THE PROPOSED TEST

In this section, we obtain approximate distributions of the
proposed detector, Tk, under the null and alternative hypotheses.
By computing the first and second order moments of the real
and imaginary parts of the random variable tr(YZ), a joint
Gaussian approximation is established. Then, the distribution
of Ty is computed via a generalized non-central x? distribution.
Since the computation of the first two moments under H, can be
obtained from those under H;, we will first address the non-null
distribution.

A. Distribution Under H,

Let us start by rewriting the test statistic as

Tr = w} + w? (13)

where
Re(zy) Im(z"y)
= ——, wy = .
VM VM
We can now establish a bivariate Gaussian approximation for
the joint distribution of w; and w,. The result is stated in the
following theorem.

Theorem 2: The distribution of w = [wy, w,]” can be asymp-
totically (n — oo) approximated by the a bivariate real Gaussian

wy (14)

Authorized licensed use limited to: UNIVERSIDAD CARLOS Il MADRID. Downloaded on September 18,2022 at 08:47:42 UTC from IEEE Xplore. Restrictions apply.



9366

distribution with mean

SN (i + divy)

1
uw(ﬁ) 7M ) (15)
S (diws — cqvy)
and covariance matrix
O'2 g12
T, (8) = Lz‘l 02| (16)
where
| N
o =1 MZ (cGu? + div?) (17)
=1
| X
o2 — 2 2
o3 =1 M; Ev? + d2u (18)
|
2 2
012 = 071 :M;(cl —di)ui’l)i, (]9)
with
¢ =1-2Q(au; —bv;), d; =1-2Q(av; + bu;). (20)

Proof: See Appendix B. |

Theorem 2 shows that the detector T can be expressed as a
squared sum of two correlated Gaussian random variables. To
proceed, we need to use a linear transformation to convert them
into two independent Gaussian random variables with different
variances. First, let us define?

1

1=3,% (W —uy). (1)

Then, we have

Tr=(1+ 2 u) Sl + Soluy). (22)

Using the eigenvalue decomposition of 3, given by 3, =
PT AP, where A = diag(A1, 1), the test statistic can be rewrit-
ten as

Tk = (P1+ PEy u,)TA(PL+ PSy uy,)

=M1+ )+ ha(v2 + ), (23)

with

p=PZyiuy, —Pl~N(0,L).

Thus, Ty is distributed as the weighted sum of two indepedent
non-central x> random variables with different centrality pa-
rameters, that is, a generalized non-central x> distribution. By
integrating this probability density function (PDF) we could
compute the probability of detection of the proposed Rao’s
test in Theorem 1, but there are no general expression for this
PDF. Fortunately, the complementary distribution function of
such a random variable, i.e., the required integral for computing
the probability of detection, is given by Imhof [19], which is
summarized in the following lemma.

(24)

ZFor notational simplicity, hereafter we drop the explicit dependency on 3 of

uy, (B) and 3, (8).
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Lemma 1: Let R = erzl kyx3 (67) be a weighted sum
of non-central x? random variables with different centrality
parameters and degrees of freedom. Then, its complementary
distribution function is given by

Pr{R>az) =~ + / sing(u) (25)
™ Jo up(u)
where
l
1 52k U 1
5; [h tan™ (kyu) + E 2} — 5% (26)
and

! Ly, 1< (0rkru
_ 2 2 T _
_1;[ 1+ k2u?) " xexp{zz_: ey 2} 27)
Then, we can use Lemma 1 with{ = 2, k; = A;, 67 = 2, and
h; = 1 to compute the probability of detection via numerical
integration [25].

B. Distribution Under H,

Under Hg, we have

Uy = 0, zw - 127 (28)

which implies that w; and w, are i.i.d. Gaussian random vari-
ables, yielding
Tk ~ 3. (29)

Hence, Tk is exponentially distributed with parameter 1/2, the
probability of false alarm becomes

Peo(y) =Pr{Tr > v} = exp(—v/2), (30)
and the detection threshold can be obtained as
v = —2log(Fr.). 31

V. ANALYSIS OF THE PERFORMANCE DEGRADATION

In this section, we study the detection performance degra-
dation of using one-bit ADCs with respect to oco-bit ADCs.
Since, both, Rao’s test and the GLRT are asymptotically op-
timal detectors [18], their performances can be taken as the
best achievable results in either one-bit or co-bit scenarios.
Therefore, we can compute the performance degradation by
comparing the performance of the Rao’s test for one-bit case
and the GLRT for co-bit case. This aforementioned analysis
could be achieved by using a series of analytical tools such
as moment-based method [26] or the asymptotic expansion
method [27], [28], which could analyze the performance of
detectors in a very accurate manner. However, to make a trade-off
between the simplicity and accuracy of the expressions, here, we
choose Wilks’ theorem, which provides a simple expression for
the performance metrics and allows us to gain insights.

A. oo-Bit Case

Let us first study the performance of the GLRT, T rr, With
oo-bit ADC:s. In this case, there is no quantization error, so the
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received signal is X. Then, we must solve the detection problem
in (3) whose GLRT can be obtained in a similar manner to [12]
and is presented next.

Theorem 3: The GLRT for the test in (3) is
(X2 ? } M

C Mu(XXH)| 5" (32)

1

TGLRT = {1

where + is a properly selected threshold.
Proof: See [12].
It is easy to show that (32) is a monotone transformation of

o ln(xzip
GLRT tI'(XXH) )

which is equivalent to 7g when X is replaced by the one-bit
quantized data Y and also noting that tr(YY ) = 2 N. This
shows that the same detector can be applied to both one-bit and
oo—bit quantized data.
Once we have the GLRT, we can use Wilks’ theorem [15],
which is presented next, to obtain its asymptotic distributions.
Lemma 2: Consider the binary hypothesis testing problem

(33)

Ho:0=86,,0;,
H:0#86,,0;,

where 6, € R9*! is the nuisance parameter vector and 6,, €
R/*! Then, the GLRT is asymptotically distributed as

2
X%, under H,,
—2log(T, ~ < 34
o8 (ToLkr) {x}(éz), under H;, G
where
_ ~1
52 = (07“1 - OT’U)T [F 1(01)] 0,.0, (07’1 - 07“0)’ (35)

with ) = [0?} , 077 being the true parameters in 7.

It is easy to see that the nuisance parameter is the noise vari-
ance, i.e., @, = o2. Hence, since 8 = [a,b,02]7, it is obvious
that the DOF is f = 2. Moreover, the non-centrality parameter

of the non-null distribution is

8 = M|BJ?, (36)

which is derived in Appendix C.

B. One-Bit Case

Since Rao’s test has the asymptotic performance of the GLRT,
intuitively, one could also apply Wilks’ theorem for Tg, which
would result in a similar non-central x> approximation. Thus,
the performance degradation could be easily attained by a com-
parison between the non-centrality parameters [13]. However,
unlike the co—bit case, Wilks’ theorem does not generally hold
for one-bit quantized data due to the strong non-linearity of the
ADCs. More specifically, as shown in (19), w; and w; in Tk
are correlated, which makes the non-central y? approximation
invalid, requiring the more sophisticated generalized non-central
x? distribution. Nevertheless, we can still provide a non-central
x? approximation to the non-null distribution in the low-SNR
regime. The result is summarized in the following theorem.
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Theorem 4: When the magnitude of 3 is of order O(M ~1/2),
the distribution under H; of Tk can be approximated as

Tr ~ x3(57), 37)
where
2M
5 = —I|8/*. (38)
T
Proof: See Appendix D. |

Comparing (38) with (36), and taking into account that the
null distributions of T rr and Tk are identical, the performance
degradation in the low-SNR regime is about 10log,y(7/2) ~
2 dB.

Remark 1: In many parameter estimation problems, e.g., [6],
[8], [9], [16], [17], the authors have studied the performance
degradation by comparing the best achievable performance of
an estimator with the Cramér-Rao bound, showing that the
minimum achievable loss was also 2 dB in the low-SNR regime.
This matches our result in the detection problem. Nevertheless,
one remarkable difference is that in the estimation case, the
Fisher information is proportional to the performance bound and
differ by the ratio of 2/7 in the low-SNR regime only. In our
problem, the FIMs have a fixed gap of 2/, but the detection
performances are not, in general, proportional to the Fisher
information matrix. The underlying reason for this phenomenon
will be an interesting future work.

VI. NUMERICAL RESULTS

In this section, we carry out numerical simulations to validate
our theoretical findings. We first evaluate the accuracy of the
derived theoretical probabilities of false alarm and detection,
which includes one-bit and co—bit scenarios, in the low-SNR
and high-SNR cases. Then, we illustrate the detection perfor-
mance and verify the 2 dB performance degradation. All results
are obtained from 10° Monte Carlo trials.

We consider a collocated MIMO radar system with uniform
linear arrays with half-wavelength inter-element spacing. Sim-
ilar to [29], [30], we choose the orthogonal linear frequency
modulation (LFM) signal as the transmitted waveform, which is
shifted towards the angle 6:

g, — &P {L2n(l = 1) +7(l - 1)*+ (k — 1)sin(0)]}
kil =

El \/ﬁ b
(39)

where k = 1,...,pand [ = 1,...,n. Unless otherwise stated,
the DOA 0 is fixed at —7/3. The noise is defined as white
Gaussian noise with zero mean and variance o2 = 2, and j is
generated from a complex Gaussian distribution with zero mean
and unit variance, which is scaled to achieve the desired SNR,

defined as:
2
Un

(40)

To quantify the approximation error between the theoretical and
empirical cumulative distribution functions (CDFs), we shall
also use the Cramér-von Mises goodness-of-fit test, which is

Authorized licensed use limited to: UNIVERSIDAD CARLOS Il MADRID. Downloaded on September 18,2022 at 08:47:42 UTC from IEEE Xplore. Restrictions apply.



9368

IEEE TRANSACTIONS ON VEHICULAR TECHNOLOGY, VOL. 71, NO. 9, SEPTEMBER 2022

0
100 : : -
”x - == Theoretical [ (N R S"““lut?d
s, - == Simulated n=128 | { T T:‘CO"Ct‘Cf?I _
N - == Simulated n=32 -~ X” approximation
- -- Simulated n=8
101} RN 1 |
v,
.
R
1072
., e .
10-3 I I 0 L S B T s,
0 2 6 0 10 20 30 40 50 60 70
Threshold Threshold
(a) (a)
10° pg T T 1 T T T -
\% - = = Theoritical 1 \\; "\‘ Y N | Snnula@d
. - - - Simulated n=128 | 09r W L A P Tllcorcnca?l .
R - - - Simulated n=32 ‘-“‘ \‘ . \ *.|~ -~ x” approximation
2 \ v
’.. === Simulated n=8 0.8 !|‘| P “.7 1y
s 8 “ 5 A 4
) orf b L Q«—n 256
10 [ Yoo \ |
I Vo \ ]
‘}ﬂ. 0.6 I!l ‘. | |I
° 1 o \
s N - Y [ \
& "a‘\ o 0.5 ‘|‘ v \ i
N H & D—n=128 [
s oo 0.4 '.‘ | ‘\ Y “\
—2 AN i i \ \ |
10 o 0l b \ \
XN E i \ \
1 \ \
S 02f 1 \ \
XN ’ D=2 | "
B v \ \
R 0.1 L \ N,
N ’,: I N N
-3 | I I | I I b 0 A L N - L e -
107 0 2 4 6 8 10 12 14 0 50 100 150 200 250 300 350
Threshold Threshold
(b)

(b)

Fig. 1. Probability of false alarm versus threshold for m =p =4 and Fig. 2. Probability of detection of Rao’s test (one-bit data) versus threshold
n = 8,32, and 128. form = p =4 and n = 32, 128, and 256.

defined as [31]

asymptotic nature of the proposed approximation, which is due

1 X X ’ to the asymptotic Gaussian approximation.

€= 7 Z ‘F (¢i) — F(c)| 41) In Fig. 1(b), for the same scenario as before, we examine the
i=1

where F(c;) is the empirical CDF and F'(¢;) is the proposed
approximation.

A. Null Distribution

First, we study the null distribution of the proposed Rao’s test
for one-bit ADCs and the GLRT for oco-bit ADCs. Concretely,
we used these distributions to compute the probabilities of false

alarm, Pg,. Fig. 1(a) depicts P, for m = p = 4 as a function
of the threshold for the approximation in (30), which is valid
for large N or, equivalently, n. This figure also shows the
empirical probabilities obtained using Monte Carlo simulations
with n = 8,32, and 128, which allows us to see the accuracy
of the proposed approximation for values of n as small as
32. Additionally, we have also computed the approximation
errors, €, between the approximated and empirical CDFs, which
are given by € = 1.75 x 1073 for n =8, € = 9.9 x 1078 for

n =32, and € = 7.38 x 108 for n = 128. This confirms the

accuracy of the null distribution of T rr. The approximated and

empirical distributions also agree very well with each other, with
approximation errors as small as € = 3.40 x 107> for n = 8,

€=12.52x%x10"%forn = 32,and e = 3.06 x 10~7 forn = 128.

B. Non-Null Distribution

This section studies the accuracy of the approximations of the

probability of detection, including (25) and (37) for Rao’s test
and (34) for the GLRT. We first examine the accuracy of the
distributions for one-bit data, namely (25) for the general case
and (37) for the low-SNR regime. The results are shown in Fig. 2,
where the experiment parameters are m = p = 4, n = 32, 128,
and 256, and SNR = —23 dB for Fig. 2(a) and SNR = —13 dB
for Fig. 2(b). The approximation errors are also summarized
in Table I, which shows that the analytic result in (25) works
very well for both cases, while (37) is accurate in the low-SNR
regime. This is because (37) is obtained on the premise of a low

SNR, and hence loses validity as the SNR increases. However,
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TABLE I
ERRORS OF DIFFERENT APPROXIMATIONS METHODS AT DIFFERENT SNRS

SNR=-23dB, m=p=4

SNR=-13dB, m=p=4

Approximation n =32 n = 128 n = 256 n =32 n = 128 n = 256
Eq. (25) 1.89x 1076  1.89x10°7 3.03x 1077 3.91 x 1076 1.53x 1076 1.15x 1076
Eq. (37) 1.89x 107%  9.19x107° 223 x10~* 4.24 x 1073 2.86 x 1072 2.86 x 1072
1p - LT T T 1 T o
‘\ \\‘ \’*,’ Simulated — -~ co-bit
Rl D - - = Theoretical || g
0.9 ' “\ X Theoretical 091 oo-bit, 2dB shift |
sl ||‘ \ 3 i - -- 1-bit, Rao
! 1\ ,‘-‘ 0.8 |- | === 1-bit, LRT B
o7k \ CO+—SNR=-13dB il A
i y 0.7} N 1
06} 'l y : 1 n=2048 — O
. \ 4 W\ 0.6 |- N N 8
o 055§ Y '-:; N o ’l e
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0.1} ®, = L o ] i
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Fig.3. Probability of detection of the GLRT (co-bit data) versus threshold for
m =p=4,n =256and SNR = —13,—-16, and —23 dB.

it is very simple and can be used to compare performance with
the co—bit detector.

In Fig. 3, we check the accuracy of the non-null distribution
in (34), which corresponds to the GLRT with co-bit ADCs. Due
to the fact that (34) is derived without making any assumptions
about SNR, it is likely to perform well in both high and low
SNR environments. As a result, we study both regimes with
m = p = 4andn = 64. Concretely, we have considered SNR =
—13dB, SNR = —16dB, and SNR = —23dB, which yield the
errorse = 8.53 x 1077,¢ = 3.89 x 107>, ande = 4.16 x 1074,
respectively. These results confirm that the derived non-null
distributions are able to accurately predict the detection per-
formance and enables us to compare the performance of one-bit
and oco-bit ADCs theoretically, as done in Section V.

C. Performance Degradation

In this section, we study the probability of detection, for a
fixed probability of false alarm, of the proposed detector Tx
and verify the prediction of 2 dB performance degradation. It
is worth mentioning that [14] has also considered the one-bit
MIMO radar detection problem, but adopted a simplified model
whereby the reflection parameter 3 is known. The likelihood
ratio test (LRT) in [14] is:

N
Tir = Z log (Q [~ri(au; — bv;)])

i=1

N
+ Y log (Q[—si(av; + bus)]) + 2N log(2), (42)

i=1

Fig. 4. Probability of detection versus the SNR for Py, = 1073, m = p = 4
and n = 32,256, and 2048.

However, it should be noted that in real-world applications /3
can hardly be known. Therefore, the above LRT is only used
as a (genie-aided) benchmark, but cannot be applied in realistic
conditions.

Fig. 4 depicts the probability of detection versus the SNR for
Pr, = 1073, m = p = 4and n = 32,256, and 2048. This figure
shows that the performance of the detector in the one-bit case
is 2 dB away from the case of co—bit quantized data, which
matches very well with the theoretical prediction. Note that this
approximation also holds for moderate SNRs, despite it was
derived for low SNRs. In addition, the distances between T
and T g are roughly 2 dB when SNR is low but narrows to 1 dB
as P, approaches 1. This is because for large SNRs, the estimate
of 5 is more accurate and the prior information has therefore less
impact on the detection performance.

Comparing (38) with (36), it is easy to see that the 2 dB
performance degradation can also be compensated by a /2
multiplication of the number of samples. In Fig. 5, we plot
the probability of detection versus number of samples n, in
logarithmic scale, for an experiment with m = p = 4 and sev-
eral SNR values. To better illustrate the performance gap, a
copy of the curve of the GLRT with co-bit ADCs is shifted
by log(m/2) =~ 0.45. It can be observed that the curve of the
proposed Rao’s test matches perfectly the shifted one, proving
that performance loss can also be compensated by /2 ~ 1.57
times amount of samples.

In Fig. 6, we repeat the experiment described in Fig. 5 except
that we fix n = 64 and increase the size of the array. We chose
to set m = p, which is a standard configuration in collocated
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Fig. 5. Probability of detection versus n for Py, = 1073, m = p =4 and

SNR = —26, —32, and —38 dB.
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TABLE II

ELAPSED TIME COMPARISON (SECOND)
(p,m,n) (16,16,128) (16,16,1024)  (64,64,1024)
Rao’s test 892 x 1076 320 x 107° 3.44 x 10~*
LRT 9.66 x 107°  4.42x10~* 2.22x 1073

VII. CONCLUSION

In this paper, we derived a novel detector based on Rao’s
test for target detection in MIMO radar with one-bit ADCs.
The proposed method has a closed-form expression and does
not require complicated numerical optimization of the reflec-
tivity. We provided a comprehensive analysis of the theoretical
performance of the proposed detector by deriving closed-form

approximations for the null and non-null distributions, which

allow us to compute the probabilities of false alarm and de-
tection. Furthermore, we studied the performance degradation
of using one-bit ADCs by comparing it with the performance
of the GLRT with oco-bit ADCs, proving a loss of 2 dB in
the low SNR regime, which enlarges for increasing SNRs. We
have further shown that the degradation can be compensated
by collecting 57% more samples or increasing the array size
by 25%. Simulation results validated the effectiveness of the

proposed detector and the related theoretical analysis
In the future, this work will be extended to include colored

0.6 H
e
- !/ | SNR=-48dB
° 05 e h .
- ,":' / @ .',.' i
041 . / "'," /I ,"," ‘l‘ B )
sl /' o N | noise to improve the robustness of the detection algorithm
n i i . . .
0 i o ,7 //' SNR=-58dB Performance analyses for the mismatched scenarios, such as
i i s // imperfect DOA information, are also of considerable interest.
0-1r /// /’ // /I// 1
e 6 APPENDIX A
log(p) PROOF OF THEOREM 1
Fig.6. Probability of detection versus p for P, = 1073, m = p, n = 64 and We shall start by computing the derivative of the log-
SNR = —38, —48, and —58 dB. likelihood with respect to the unknown parameters, which are
given by
MIMO radar. It is observed that the gap between the curves of oL Z Tlul@ TZ au; — bu;)]
the one-bit and co-bit detectors narrows to log(7/2)/2 ~ 0.23. il —ri(au; — bv;)]
This is because the detection performance is proportional to
M = pmn = p’n, thus increasing the array size is twice as Z Si Uv i(avi + bu;)] (43)
effective as increasing the number of snapshots. The result P —si(av; + bu;)]
indicates that, given the same SNR and sample support, a d
. . . . . n
one-bit system with /7 /2 & 1.25 times array size can achieve a
comparable performance to an oco-bit system. aﬁ( Z rzvz 7’1 au; — bu;)]
— Q[-ri(au; — bv;)]
S; uch sl av; + bu;)]
; (44)

D. Complexity Analysis

The proposed one-bit detector has a relatively low computa-
tional cost. As demonstrated by (12), the detection algorithm
requires just 4N + 3 multiplication and 4N — 1 additions. In
comparison, the detector in [14] must evaluate the () function,
which requires significantly more computational resources.

Table II compares the time required to evaluate the de-
rived Rao’s test and the LRT in [14]. It can be observed the
computation of the detector is incredibly rapid and requires
significantly less time than the LRT. This is an additional benefit

of our detector.

i(av; + buy)]

+Z

where ¢(-) is the standard Gaussian probability density function
Substituting @ = 0 and b = 0 into (43) and (44), we have

IL(y;6r) _ \/E S (riu + siv;)
90 g _e,, Vo Z?]:l (siu; — 130;)

Re(z"y)

Im(zy) } ’ 45

]
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In addition, using the derivatives in (43) and (44), we can
compute the FIM in (10), element by element, as follows

) N N 2
r0) = —E (Z i+ Y Sivz)
i=1 =1

F1’1(0

N
2
—ZE tr(ZZ"). (46
- ; S; + ZT ] ). (46)
Similarly, we have
2
F272(0T’0) = ;U‘(ZZH), 47
and
N N
Fi2(0:0) = - <Z 8;0; + Zh%)
i=1 i=I
N N
X <Z S;U; — Z ’I“ﬂ]i>‘|
i=1 i=1
) N N
= —F Z S%’UZ"U,Z' — Z T?Uiﬂi‘| = O7 (48)
™
i=1 i=1
which yields

2
F(0,0) = ~t(ZZ")1,, (49)
™
where I, is the 2 x 2 identity matrix.

Substituting (45) and (49) into (9), the statistic becomes

HY2
Ty = tir(éé,{); , (50)
and the proof follows by noting that
w(2Z") = u (a,(¢)ai (¢)SS"a;(9)ar (9))
= [lac(e)*[lar () |*w(SS™) = M, 51
where we have used [ai(¢)|*>=p, |la-(¢)||> =m and
tr(SS) = n.
APPENDIX B

PROOF OF THEOREM 2

For this proof, we need the following lemma, which is a
multivariate version of the central limit theorem [32].

Lemma 3: Let s = Zf\il qi» where qi,...,qy € R? are
mutually independent random vectors with zero mean. Then,
as N — oo, s is asymptotically Gaussian distributed with zero
mean and covariance matrix C if

1/2 _
w3 a0

First, we shall compute the first and second order statistics
and then study whether (52) holds. For notational simplicity, let
us define

(52)

N

N
tl = VMU.)] = ZTZU7+257U77
i=1

i=1

(53)

9371
N N
th =V Mw, = Zsiui — Zrivi. 54)
i=1 i=1
The first order moments of ¢; and ¢, are given by
N N
Eft,] = Z Ciu; + Z d;v;, (55)
i=1 i=1
N N
i=1 i=1
where
c¢i =E(r;) =1 —2Q(au; — bv;), (57)
d; =E(s;) =1 —2Q(av; + bu;). (58)

For the second order moments, we can first compute the
following expectations:

Efr;r;) = {cicj A (59)
1, =7,
did j > ) -a
Efsis;] = { ! Héj (60)
L, =7,
E[’I“iSj] = Cidj. (6])
Then, we have
Eltit,] = Z Cil; Z civ; + Z Cil; Z diu;
N N N N
— Z dﬂ)i Z c;U; + Z di’l)i Z diui
i=1 i=1 i=1 i=1
N
Z l—c uvl—i—z l—d2 Yuiv;
=1 =1
N
=E[tE[t] + (¢ — d)wivi,  (62)
i=1
and
N
E[t]] = E*[t] + w(ZZ") = ) (ciuf + djv}),  (63)
i=1
N
E[3] = E*[ty] + tr(ZZ") = (i} +uid}).  (64)

i=1

Combining all results above and using the fact that tr(ZZ) =
M, we obtain the first and second order statistics of w in (15)
and (16).

To conclude the derivation, we prove that (52) holds. Define
q; as

1
Qz—ﬁ

! ol
u;T; + Ui S; i1 N, 65)

yoeeey
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where
(66)

/ /
T, =T — ¢, s; = 8; — d;.

Then, s = Zfi 1 9; in Lemma 3 corresponds to w in (14) and
C =X, (p). It is shown in [33] that

l 1/2 3 123 al 43/4
Ssforal <[o ) 3 E ) o)
=1 i=1

and since ||[C~!/2||3 is bounded, a sufficient condition for (52)
is

R 2\ 3/4
tim 3 (B ') = 0 (68)
1=
To proceed, we further expand ||q;||* as
i+ + D))’
lai|* = {( 3\(4 )] : (69)

Recalling that 7;,s; € {1}, we have the following upper
bounds:

Ef) <5 E[#) <5 E[I <1 a0
which yield
N 3/4 N 4273
> (Elailt) " < ( ) N3/2 [“ Y ] (1)
i=1 i=1

Since the right-hand-side of (71) is a sum of N terms that are
of order N2, it approaches 0 as N — oo, which completes the
proof.

APPENDIX C
DERIVATION OF (36)

In the co—bit case, the parameter space is @ = [a, b, 02]7,
where o2 is a nuisance parameter and the relevant parameters
are collected in 8, = [a, b]7.

By dropping the constant terms in the log-likelihood function,

it becomes

X Z
£(X;6,,02) = ~Nn(o2) - ”Uiﬂ” )
The FIM can be computed as:
2
=_E {%}
0000
% 0 ZhéMa
=E| 0 2 — 2g£2Mb (73)
2h—2Ma _2g+iMb 2[X-ZI% _ N
ot o5, s, ot
where
h = Re[r(XH Z)], g = Im[tr(XFZ)]. (74)
Now, taking into account that
E[||X — BZ|[f] = Noj,, E[h] = Ma, Elg]=—Mb,
(75)
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the FIM becomes
{jgf 0 0
F=|0 2z o (76)
o o =&
Therefore, we have
2M
[F(01)],) 5 = L. (77

n

and the non-centrality parameter in (36) can be computed as

52 = (97“1 - 07‘0) [ (01)]9 ,0,. (0 - 97“0)
2
= M2|62| , (78)
an
where [F~1(01)]g, o, is the block of the inverse FIM corre-

sponding to the parameters in @,.. Recalling that we have set
o2 = 2 in Section III, we obtain 6> = M 3|2, which concludes
the derivation of (36).

APPENDIX D
PROOF OF THEOREM 4

Since we have assumed that £ is of order O(M 1), we can
apply a Taylor’s approximation to the @) function around 0,
allowing us to write

ci =1 =2Q(au; — bv;) = \/z(aui —bu;) + (’)(Mﬁl),
(79)

d; =1 -2Q(av; + bu;) = \/?(avi + bu;) + O(Mil).
T

(80)
Then, af and 01, become
, N
ol =1- e > [a?(uf +v}) + 2ab(u;v; — ulv;)
+26%uiv;| + O(M %), (81)
y N
2 _ 20,4 4 4 3, .3
oy =1 e ; 0% (ui 4 v}) + 2ab(ujv; — uvy))
+2a*uivi] + O(M %), (82)
and
, N
2 32y(,2 2
o= 7= > [(a® = V) (u; — v]) — dabuv;| wv;
+O(M2). (83)

Recalling again that a and b are of order O (M ~ 2 ), the covariance

matrix of w = [wy, w,]T becomes
S, =L+0M™M). (84)

Then, the weighted sum in (23) has identical weights given
by the eigenvalues of X,,(3), which are A; = 1 +O(M ).
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Additionally, the means of w; and w, can be approximated as:

and

E[w] \/%&Zu +02) + O(M™7)

i=1

2M
=4/ —a+OM ),
s

(85)
2 U ,
Mﬂb;u +03) +O(M2)
ﬂ/ZMbJro 4, (86)

Therefore, Tk = w? + w3 is the sum of squares of two uncor-
related Gaussian random variables with means a+/2 M /7 and
b\/2 M /7 and unit variance, which results in TR that follows
a non-central x> distribution with DOF 2 and non-centrality
parameter

2= 2Mge 87)
™

This completes the proof of Theorem 4.
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